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Thermal Diffusivity of Metallic Thin Films: Au, Sn,
Mo, and Al/Ti Alloy
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The thermal diffusivity of Au, Sn, Mo, and Al0.97Ti0.03 alloy thin films,
which are commonly used in microelectromechanical (MEMs) system appli-
cations, is measured by two independent methods — the ac calorimetric
and photothermal mirage methods. Both methods yield similar results of
the thin-film thermal conductivity, but the uncertainty of the mirage tech-
nique is found to be relatively large because of the large temperature increase
during the measurement. The measured thermal diffusivities of the thin
films are generally lower than those of the same bulk material. Especially,
the Al0.97Ti0.03 thin film shows a pronounced thermal conductivity drop
compared with bulk Al, which is believed to be mainly due to impurity
scattering. Comparison of the thermal conductivity with the electrical con-
ductivity measured by the standard four-probe technique indicates that the
relation of thermal and electrical conductivities follows the Wiedemann–Franz
law for the case of Au and Sn thin films. However, the Lorentz number is
significantly larger than the theoretical prediction for the case of Al0.97Ti0.03

and Mo thin films.

KEY WORDS: ac calorimetric method; AlTi alloy; Au; metal; mirage tech-
nique; Mo; Sn; thermal diffusivity; thin film.

1. INTRODUCTION

The thermal diffusivity of a thin film is important in various applications
that involve microstructures where thermal energy transport occurs. It has
long been recognized that thermal diffusion in thin films may differ signifi-
cantly from that in the same bulk materials. The transport mechanisms in
a thin film are different from those of a bulk material [1], and thus strong
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size dependence is often observed as the film thickness becomes small.
Furthermore, the thermal diffusivity of a thin film depends on the micro-
structure, i.e., fabrication process. Accordingly, it is evident that precise
measurement of the thermal diffusivity is a prerequisite for optimal design
and analysis of microelectromechanical system (MEMs) devices, particu-
larly, microscale thermal systems.

A number of experimental methods have been suggested for measur-
ing the thermal diffusivity or thermal conductivity of various thin films.
In contact methods, including the 3ω method [2] and the micro-sensor
method [3], the supplied heat flux and temperature response can be pre-
cisely quantified. However, those contact methods require relatively com-
plex sample preparation processes to construct probe metal patterns. An
electrical insulation layer has to be added in case the sample is electrically
conducting. Therefore, the 3ω method is often limited to dielectric thin
films, despite its effectiveness as a standard technique for thermal charac-
terization of a thin film. On the other hand, non-contact methods such
as the photothermal technique enable determination of the thermal diffu-
sivity without a special sample-preparation procedure in a non-destructive
fashion [4]. However, these non-contact methods require precise alignment
of the optical elements used for optical heating and temperature detec-
tion. The sensitivity of the non-contact method in detecting the thermal
response of the sample is generally worse than that of the contact schemes.
As a compromise between contact and non-contact methods, the ac calo-
rimetric method employs non-contact (optical) heating and contact detec-
tion of the temperature response [5]. The method is used to measure the
thermal diffusivity for a broad range of materials as a result of its simplic-
ity in the experimental setup. However, the sensitivity of the ac calorimet-
ric method strongly depends on the amount of heat flow though the thin
film relative to that through the substrate, i.e., df

√
kf Cf

/
ds

√
ksCs where

k is the thermal conductivity, C is the heat capacity per unit volume, d

is the thickness, and subscripts f and s refer to the film and substrate,
respectively. Therefore, either a freestanding structure or a low thermal-
conductivity substrate needs to be utilized to ensure good sensitivity in
this technique. Using substrates with low thermal conductivity, the thermal
diffusivity of submicron films has been measured successfully [5].

In this work, the thermal diffusivities of Au (1000 nm in thickness),
Sn (2000 nm), Mo (350 nm), and Al0.97Ti0.03 (400 nm) thin films are mea-
sured by two independent experimental schemes — the ac calorimetric
method and the photothermal mirage technique. Although the metal films
are widely used in MEMS applications, their microscale thermal trans-
port characteristics have scarcely been studied. Especially in the case of
Sn and Al0.97Ti0.03 films, no thermal conductivity data are available in the
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open literature. The thermal conductivity of Mo film has been reported for
a 100 nm thin film [6]. However, considering the strong size and process
dependence of the thin-film thermal diffusivity, it is evident that further
investigations are required for Mo as well. For the Al0.97Ti0.03 alloy, the
addition of Ti is for enhancement of the structural strength of the film.
As pointed out earlier, the contact method generally yields more accurate
results than such non-contact method as the mirage technique. Neverthe-
less, the mirage technique is a powerful scheme since it requires no sample
preparation process. Therefore, the thermal diffusivity has also been mea-
sured by the photothermal mirage technique in separate experiments, in
addition to the AC calorimetry measurements. The objective of the addi-
tional experiment is mainly to confirm the results of the ac calorimet-
ric method with minimum effort. It is noted that the two methods can
share all experimental components except those for temperature detection.
Air is used as the coupling fluid in the mirage technique without optimiz-
ing the fluid. Accordingly, the mirage scheme that detects the temperature
response indirectly through a non-optimized coupling fluid underperforms
the ac calorimetric method. Nevertheless, the combined methods are effec-
tive for easy verification of the accuracy of the ac calorimetric measure-
ment.

2. THERMAL DIFFUSIVITY MEASUREMENT

Figure 1 displays the principle of the ac calorimetric method for
thermal diffusivity determination. When a modulated light source irradiates
a part of a thin-film sample, a thermal wave is generated and propagates
through the sample. This thermal response is detected by a thermocouple
by varying the distance from the heat source. If the sample thickness is

x 

Mask

Thermocouple 

Modulated laser beam

Fig. 1. Principle of the ac calorimetric method.
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less than the thermal diffusion length, the temperature is one-dimensional,
i.e., uniform in the direction perpendicular to the sample surface. For the
case where there is no heat loss from the sample to the ambient air, the
temperature oscillation T (x, t) can be expressed as a function of the dis-
tance x and time t by

T (x, t)=T0 exp
(

−x

√
ω

2α

)
cos

(
ωt −x

√
ω

2α

)
, (1)

where T0 is a constant determined by the light intensity, α is the ther-
mal diffusivity of the sample, and ω is the angular modulation frequency.
According to Eq. (1), the thermal diffusivity of the sample can be mea-
sured by analyzing either the amplitude decay or the phase shift of the
temperature oscillation by varying the distance x.

If the heat loss from the surface cannot be neglected, the apparent
thermal diffusivity αa determined by the amplitude decay is different from
that determined by the phase shift αp and neither of them gives the cor-
rect thermal diffusivity. Gu et al. [7] showed that the thermal diffusivity
of the sample in this situation is given by the geometric mean of the two
apparent thermal diffusivities, one obtained from the amplitude decay and
the other from the phase shift, i.e.,

α =√
αaαp. (2)

Therefore, the effect of heat loss can be eliminated by simultaneous
measurement of the amplitude decay and the phase lag. Equation (2) over-
balances the effect of heat loss only if the heat loss is linearly proportional
to the temperature difference between the surface and ambient. The radi-
ation heat loss taking place in the present experiment can be linearized
with an error less than 5% since the surface temperature increase is less
than 10 K. Consequently, Eq. (2) compensates for the effect of radiation
heat loss from the sample surface to the surroundings. When the surface
temperature is not small, more rigorous solutions considering the radia-
tion loss should be employed [8].

When the thin-film sample is not freestanding but consists of two lay-
ers, the effective thermal diffusivity of the sample is obtained from the
properties of each individual layer [5]. Assuming that the total thickness of
the sample is less than the thermal diffusion length and the thermal wave
propagates only in the direction along the length of the sample, the effec-
tive thermal diffusivity of the sample is given by

α = df Cf αf +dsCsαs

df Cf +dsCs
, (3)
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where αf and αs represent the thermal diffusivity of the film and the
substrate, respectively. Consequently, the thermal diffusivity of the thin
film can be determined by Eq. (3).

The theory of thermal diffusivity determination by the photothermal
mirage technique is largely similar to that of the ac calorimetric tech-
nique, except that a HeNe laser beam replaces the thermocouple and the
heat conduction in air should be considered. An analytical solution to
the three-dimensional heat conduction problem considering the heat con-
duction in air as well as in the sample [10] has thus been employed to
determine the thermal diffusivity. In this work, a multiparameter fitting
scheme has been employed to determine the thermal diffusivity by the
mirage technique [9]. Details of the principles of the mirage measurement
can be found elsewhere [9–11].

Figure 2 shows the experimental setup for the ac calorimetric method.
An argon-ion laser having a wavelength of 488 nm (Spectra-Physics, Model
Stabilite 2017) is utilized as a heat source. The output power is modu-
lated by an acousto-optic modulator (AOM, Ismet, Model 1205C-2) at a
desired frequency. The frequency is varied in the range from 1 to 10 Hz
for the thermal penetration to be greater than the thickness of the sam-
ples. The thermal penetration depth

√
α/ω is 108 – 342µ m for 1 – 10 Hz.

A beam expander enlarges the beam to uniformly cover the entire sample.
The frequency of the heating laser beam, is controlled by a function gen-
erator and a lock-in amplifier (Stanford Research Systems, Model SR552),
detects the signal at the modulated frequency. To probe the temperature
oscillation on the sample surface, a K-type thermocouple of 25µm in junc-
tion diameter is attached to the lower surface of the sample with a small
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Fig. 2. Schematic diagram of the experimental setup for the ac calorimetric
method.
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amount of silver paste. Note that the thermocouple can be attached to the
lower surface of the sample as the temperature field is one-dimensional.
Since the thermal penetration depth is much smaller than the width of
the sample, the temperature field can be assumed as one-dimensional. Fur-
thermore, it can be shown that the presence of the thermocouple tip does
not affect the result of the thermal diffusivity determination [12]. The out-
put signals from the thermocouple are pre-amplified and fed to the lock-in
amplifier. An optical mask installed on the micro-stage adjusts the dis-
tance from the light source to the thermocouple. The positioning system
is controlled by a pc with a resolution of 1.25µm. The size of the thin-
film sample is 5 × 10 mm2 and all the measurements are conducted at a
temperature of 20◦C.

The same experimental setup is used for thermal-diffusivity determi-
nation by the photothermal mirage technique, except for the tempera-
ture detection part. For optical temperature detection, the deflection of a
HeNe laser beam (power of 4 mW, wavelength of 632.8µm) is monitored
by a position sensitive photodetector. Details of the experimental setup for
photothermal mirage measurements can be found in our previous work
[11].

3. PREPARATION OF THIN FILM SAMPLES

The thin-film samples are fabricated by standard processes employed
in typical MEMS applications. In the thermal diffusivity measurement
of metallic thin films, the relative heat conduction through the film,
i.e.,df

√
kf Cf

/
ds

√
ksCs, is a critical parameter that needs to be maximized.

Consequently, all the thin-film samples are specially deposited on 25µm-
thick polyimide substrates (Dupont, Inc. Kapton 100HN) to minimize the
heat loss. The thermal effusivity ratio based on the measurement results
is 5.2 – 12.8. The Au film of 1000 nm in thickness is deposited by the
e-beam evaporation process with an Ar flow at 35 sscm. The pressure in
the deposition chamber is kept at 0.53 Pa. The Al0.97Ti0.03 (400 nm), Sn
(2000 nm), and Mo (350 nm) films are all deposited by the dc magnetron
sputtering method at room temperature with dc power levels of 1000, 150,
and 500 W, respectively. Ar gas flow was provided during the sputtering
process, with flow rates of 40 – 50 sccm, depending on the sample. The
chamber pressure was maintained at 0.4 Pa.

4. RESULTS AND DISCUSSIONS

Figure 3 displays the experimental raw data from the ac calorimetric
measurement for the Au/polyimide sample. Measurements were first
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Fig. 3. Typical temperature signal obtained in the ac calorimetric
method (Au, 1000 nm).

performed for Au as a reference case to ensure the accuracy of the
experimental setup. The slopes of the two curves, one from the logarithm
of the amplitude and the other from the phase, are 1.60 and 1.30 mm−1,
respectively, which indicates that the heat loss into the ambient air affects
the measurement accuracy significantly. Accordingly, Eqs. (2) and (3) were
used in this work to compensate for the effect of heat loss. Measurements
were repeated eight times, and the results were averaged to determine the
thermal diffusivity. The maximum and standard deviations of the mea-
sured data were 5.2% and 2.0%, respectively. The uncertainty considering
the sample fabrication process was found to be 3.4% based on four differ-
ent Au thin-film samples, indicating that the sample quality is sufficiently
uniform to neglect the random error from the sample-to-sample variation.
As the Au thin film generally has a good crystalline structure and the elec-
tron mean free path is only of the order of 10 nm [13], the thermal diffu-
sivity of the 1000 nm thin film should be close to that of the bulk sample
unless impurity scattering is significant. The measured thermal diffusivity
of the Au thin film is 117 × 10−6 m2·s−1, which is lower by 7% than the
bulk value of 127×10−6 m2·s−1 [14]. This result is also in good agreement
with a literature value of 124 × 10−6 m2·s−1 for a 340 nm thick Au film
prepared by a similar fabrication process [15].
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In addition to the measurement by ac calorimetry, experiments were
also conducted by employing the photothermal mirage technique as an
alternative non-contact method. The results indicate that the random error
is substantially greater than that of the ac calorimetric method. For exam-
ple, the standard deviation of the repeated thermal diffusivity measure-
ments is as large as 20.0%. It is believed that this increased random error
is mainly due to the non-contact nature of the technique, i.e., difficulty
in precise optical alignment and the influence of ambient air flow. Fur-
thermore, the thermal diffusivities of the metallic thin films measured by
the mirage technique were 25 – 37% smaller than those by ac calorime-
try. For example, the measured thermal diffusivity of the Au film is 88 ×
10−6 m2· s−1. Error analysis reveals that this bias of the measured data
is mainly influenced by the effect of the sample temperature increase dur-
ing the measurement. In the present experimental setup, relatively high-
power laser irradiation of more than 500 mW was required to optically
detect the thermal wave effectively, which resulted in considerable temper-
ature increase. For instance, the maximum temperature rise at the center
of the heating beam is estimated to be as large as 700◦C for the case of
Au (laser power of 0.5 W, frequency of 10 Hz). Since a surface temperature
increase of 500 K can lead to a thermal conductivity drop of 15% [14], it
can be claimed that the temperature increase is the main source of the bias
error. On the other hand, the temperature increase measured by the ther-
mocouple was less than 10◦C for the case of the ac calorimetric method.
Consequently, the results by the ac calorimetric method were used to
quantify the thermal diffusivity of the thin films in the present study. Nev-
ertheless, this work demonstrates that the mirage technique, as a non-
contact method that does not require a sample preparation process, is
effective for measuring the thermal diffusivity of thin films. It is also
noted that the uncertainty of the mirage technique can be significantly
reduced by decreasing the heat source power with an improved optical sys-
tem and/or by adopting a controlled-gas cell as demonstrated in previous
studies for example, Ref. [8]).

The thermal diffusivities as measured by the ac calorimetric method
are listed in Table I with comparisons with bulk state results. Table I con-
firms that the thin-film thermal diffusivity is generally smaller than that
of the same material in bulk form. The thermal diffusivity normalized by
the corresponding bulk value varies from 0.513 to 0.986. It is noted that
the normalized thermal diffusivity of the Al/Ti alloy thin film could not be
calculated as the thermal diffusivity of bulk Al/Ti is unknown. Therefore,
the normalized thermal diffusivity of the Al/Ti alloy in Table I is based
on pure Al. It is obvious that impurity scattering by Ti atoms lowers the
thermal diffusivity of the alloy significantly.
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Table I. Experimental Results by the ac Calorimetric Method

Thin-film Bulk-material
Thermal Thermal Normalized

Thickness Diffusivity Diffusivity [14] Thermal
Material (nm) (10−6 m2· s−1) (10−6 m2· s−1) Diffusivity

Au 1000 117 127 0.926
Al0.97Ti0.03 400 49.8 (97.1, pure Al) (0.513, based

on bulk Al)
Sn 2000 39.0 40.1 0.972
Mo 350 53.0 53.7 0.986

The electrical conductivity σ of the metal films was measured by the
standard four-probe technique and the results are exhibited in Fig. 4. In
the figure, the electrical conductivity is normalized by that of the same
material in bulk form and compared with the normalized thermal con-
ductivity. The normalized thermal conductivity has been calculated using
bulk values of density and heat capacity. It is also noted that the ther-
mal conductivity of the Al/Ti alloy is normalized by the thermal conduc-
tivity of pure Al in the bulk state. Figure 4 shows that the Mo thin film
has an anomaly in the reduction of thermal/electrical conductivity from
the bulk value. In Fig. 5, the Lorentz numbers, i.e., L ≡ k/(σT ), are dis-
played for the thin films. It is shown that the electrical-conductivity drop is
considerably larger than the thermal-conductivity drop for the case of the
Al0.97Ti0.03 alloy and Mo thin films while the Lorentz number for Au and
Sn is close to the theoretical prediction by the Sommerfeld theory of met-
als, i.e., L=2.44×10−8 W·�· K−2. The discrepancy in the Al/Ti alloy may
be explained in terms of impurity scattering by the Ti atoms. However,
other mechanisms such as boundary scattering may also be responsible for
the phenomena. There is evidence that the presence of interface bound-
aries may affect thermophysical properties even in much thicker films than
those examined in this work [16]. Since the scattering decreases the mean
free path of the electrons, heat diffusion by phonons becomes relatively
important and leads to deviations from the Wiedemann–Franz law. The
thermal- and electrical-conductivity data reported in Ref. [6] also show
similar deviations from the Wiedemann-Franz law.

The thin–film structures have been analyzed by XRD (X-ray diffrac-
tion) and AFM (atomic force microscope) analysis. The results are sum-
marized in Figs. 6 and 7. The intensity peaks in Fig. 6 demonstrates that
all the thin films are crystalline. The AFM images for Au, Al 0.97Ti0.03,
and Sn thin films in Fig. 7 shows clear grain boundaries in the size range
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Fig. 6. X-ray diffraction patterns for (a) Au, (b) Al0.97Ti0.03, (c) Sn, and (d) Mo thin
films.

of 200 – 2000 nm. These observations support the finding from the XRD
analysis that the thin films have crystalline structures. However, the grain
boundaries were less clear for the case of Mo, independent of the AFM
magnification. A typical surface image of a Mo thin film sample is given
in Fig. 7 d. Considering that the electron mean free path is generally tens
of nanometers, the results of the structural analysis are consistent with
the fact that the thermal conductivity reduction by the thin-film size effect
is not significant for these materials. Accordingly, it can be claimed that
the substantial reduction of the Al0.97Ti0.03 thermal conductivity is attrib-
uted mainly to the impurity scattering of Ti atoms. Also, these results are
consistent with the fact that the Lorentz number of the Al0.97Ti0.03 thin
film is higher than the theoretical prediction because the phonon mean
free path is comparable to the electron mean free path. The observation
that the relative electrical conductivity of the Mo thin film is much smaller
than the relative thermal conductivity as displayed in Fig. 5 indicates that
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Fig. 7. AFM images of the thin-film surfaces for (a) Au, (b) Al0.97Ti0.03, (c) Sn, and
(d) Mo thin films.

phonons play a significant role in heat diffusion in the thin film. However,
the source of the anomaly for Mo is not clearly identified by the XRD
and AFM analysis. Further investigations for delineating the detailed
microstructures of the Mo thin film are therefore required for elucidating
the thermal behavior of the film.

5. CONCLUSIONS

In this work, the thermal diffusivity of several metallic thin films
deposited on polyimide substrates was measured for the first time by
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the ac calorimetric method. Experiments using the photothermal mirage
technique demonstrate that the non-contact technique can also be used
to measure the thermal diffusivity of thin films effectively, validating
the results of the ac calorimetric measurement. The measured thermal
diffusivity of the thin film is smaller than that of the same material in
the bulk state. Particularly, the Al0.97Ti0.03 alloy thin film exhibits a pro-
nounced reduction of thermal diffusivity compared with bulk Al, which is
believed to result from impurity scattering. The relation of thermal and
electrical conductivities follows the Wiedemann–Franz law for the case of
Au and Sn thin films. However, significant deviations from the theoretical
prediction were observed for the Al0.97Ti0.03 alloy and Mo thin films.
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